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A Computer System for Transfermaticnal Grammar

by

P

Joyce Friedman

Abstract

A comprehensive system for transformational grammar has been designed
and is being implemented on the IBM 360/67 computer. The system deals
with the trensformational model of syntex, along the lines of Chomsky's

Aspects of the Theory of Syntax. The major innovations include a full

and formal description of the syntax of a transformational grammar,

a directed random phrase structure generator, a lexical inserticn
algorithm, and & simple problem-oriented programr.ing language in which
the algorithm for application of transformations can be expressed. In
fhis paper we present the syst as a whole, first discussing the
philosophy underlying the development of the system, then eutlining
.he system and discussing its more important special features.
References are given to papers which consider particular aspects of

the system in detail.
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INTRGDUCTION

The computer system for transformational grammar presented in this
paper is the ocutcome of an attempt to write computer programs as aids
to research in transtormational grammar, in particular, as aids to
writing grammars.

In the course of th1§ work it soun became apparent that an
essential prior task was the formalization of a general and inclusive
notion of transformational grammar. The basic model is that of Chomsky's

Aspects of the Theory of Syntax [3]; we have extended this model to f£ill

in the many missing details and have formalized it to make it precise.
The system is implemented by a FORTRAN program on the IBM 360/67
computer. However, as a formal statement of transformational gremmar,
it can be conslidered independently of the program. We have therefore
relegated to one section and to océasional fcotnotes all matters related

directly to the program.

This paper may be considered as both a summary of and an introduction

to the system. We have ctressed the waye in which the system is new,

L a e ek

and have left the details for other papers, which will be cited.

In developing the system our primary examples have been the MITRE ;
grammar (18], the IBM Core Grammar [13] and the UCIA work on syntax [17]-%/ ;
Howaver, we have not limited the sys*em %o matters treated in these

examples, but have tried to be comprehensive,

_ ;/fhe UCIA work has kindly been made available to us in its preliminary
stages through unpublished working papers and memoranda. We wish also . ‘
to thank Barbara Hall Partee of UCIA for numerous discussions which
have helped to clarify our ideas about transformational grammar.
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A transformational grammar may be ske“cnily describea as folicws.
The components of a transformational grammar are phrase structure
rules, a lexicon, and a set of transformations. The process of generating
a sentence consists first ot the generation of a base tree using the
phrase structure rules.‘ Lexical items are then a*“tuched appropriately
by a lexical insertion algorithm. Finally, the base tree with its lexical
items is mapped by application of {he wransformaticns i some order into
a surface tree. The terminal string of the surface tree represents the
sentence.

From the outset we have felt that it was essernbial to consider a
transformational grammar as a whule. A rule of a grammar may behave
as intended in isolation, but in the grammar its interaction with other
rules is crucial, It is precisely ithese interrelations which are most
difficult to control, and we believe it is here that a computer system
can be most helpful.

We did not wish to try to guess the exact amcunt of power
rejuired to describe the syntex of natural language, nor to be ncrmative
in our approach. Our aim is tu handle as uniformily and simply as we
can the sorts of things which do appear in the current work on
transformational grammar. The formalism has been made gereral enoughn
so that most of the formal grammars end rules which we have seen can be
expressed naturally. On the other hand, “here are some devices 1in thne
literature which appear o us to be so different in character trom the
rest of the material as to be unacceptabie in anything like their present

form, and we have not included them.g/

g[As an example we might cite the distance measure inciuded in the Identity
Erasure Transformation of [13]. This appcars to us to be more properly
considered as a linguistic rule, which should be expressible, but, which
should not appear as part ot a particular iransformation. Further
comments on linguistic ruies of this type appear below,

2
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11 15 Quite lige™v Shul at jeasy seme linguists will feel that

the generality of the system is excessive, But there is no need for any

one user to employ its full power, Tn the melulanguage of this systen,

& linguist may easily define hin own subsel of the syntex; we belleve

such formalization will make it easier fur him to adhere o his conventions.

Although we have not done so0, it would be possible to provide user-
arientod subroutlines to verify that the user's additional censtraints
are not violated.

The traditional description of a transformetional grammar cen be

given an slternative presentation in ferms of basic concepts, components,

and component algorithms,

The basic concepts of a grammar are trees,
analyses, restrictions, and complex symbols, with their corresponding

algorithms, The components are phrase structure, lexicon, and

transformations, The component algorithms are phrase structure genera-

tion, lexical insertion and control of transformations. Viewing a
grammar in this way, we are able to see more clearly the basic problems

+0 be treated. I* is iLis breakdown which will be ured in the subsequent

description,

We assume that the reader is familiar with transformational grammar.
The presentation is incomplete; we omit standard items and emphasize the
ways In which this system differs from cthiers. Wwhile ti: rdizcussion
below is largely informal, it is important that 1t is based on the

completely formal syntax of (21].

J
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A METALANGUAGE FOR TRARGFORMAL IUNAL GRAMMAL

To describe the syntax uf & transformat Lonays grammar opo moash

first cnocse & metelanguBge. The rsum: ~heice by Hirgwdsts hss been {
English., The metalanguage used hete o a modiFicatiion -1 Bucnus Naur

Form (BHF), familiar o computer Sciva'isls ag the language noed

in the description of Algnl A0, A3 we 9iil wse the aymbois f s -
< and > in transformational grammars, we modify the usual BNF by

replecing sngular brazkets by underlining, e.g. "transformation"

rather than "<transformation>", ana using "or' in pidce of "|" .
For linguists unfamiliar with BNF 11 shuoild cuftice to cay thet

(1) the modified-BNF produetica " A 1o BC or L or E"
B C

expresses the context-free rewriting rule " A = ({ D ",
E

(2) the nonterminal symbols of mcdified~BF are derotea by the

. underlined name of the construct, viz., *ranstormational grammar

phrase structure lexicon trcansformaticns 15)  symbels not

-~ underlined are used autcnymously, and {4) juxtapccitlon in the
object language is indicated by juxtapesiticn in the metelangiage.,
We refer to the constructs of the metalangusge as 'formate",
because they are in fact the free-fiecid termats of vhe computer system,
We have carried the unaerlining of formet names 1n% the text of the

‘}[ paper.

Bagic to the syntax are the two ' owpbs sora and luteger, A

i

i

¥ word 15 a contiguous string ol letvers ang digits Yeginning with a
letter; integer is a contiguous string i digite,  Except in theose tw.

formats, spaces may be used freely.
s Sp
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introduce names for intermediate formats which do not have meaning.

In order to avold additional formats where possible, and to simplify

the description, we have introduced inlu Lhe metelanguage the five
operators list, olist, opt, bon’eancombination and choirestructure.
In each case the operand is given within square brackets following the

operator. Only the Tlrsl three of these crerators are used in this

paper. They are:

X 1ist

a = 1list [ integer i

"

allows & to be

1 2 6 9171 % 20

2, c¢clist (comma list)

a ::= clist [ jinteger ]

allows a to be

1, 2, 6, 9171, 3, 20

3, opt (option)

a ::= opt [ integer ] word

allows & to be elther

b4

5 NP or NP

It 15 clear that any cccurrence of an operator in a production
could be deleted by the introduction of intrrmediate formats and
corresponding additional producticns. This would not change the object

language.
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A full deseriptish of Lthe syntsx of rranstometionsl grammar i3
given in [2L]. In this paper we shell give only a few of the prod_ o tions,

as needed to describe special features ot the aystem,

6
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Each of ihe basic concepts is used throughout a grammar; they

are defined »recursively in terms of one another.

Troe

The fornat for a tree is

tree ::: node opt | complex symbol )} opt [ < list [ tree ] >}

where

node ::= word or sentence symbol or boundary symbol

The optioral 1list of trees .s the list of daughter subtrees of the
node in left-to-right order. For example, the tree
S<NPXN>VP<V >> represents:
S
sz///\\\ VP
N/ \v
Because & bracketed representation of a tree can easily become
cumberscine and unresdable, a substitution capability is provided by
the production:

tree specification ::= tree opt [,clist [ word tree ] ]

!
A tree is reed end then searched for an occurrence” of the first word
in tne list. Then the tree following the word is substituted for that
occurrence of the word., The process is repeated until the list is

exhausted. For example, the tree specification S <81 £2 >,

S1 NP<N>, 82 VP<X>, X V resats in the same tree shown

above,

£/In this and other similar substitutions fer a word, it is intended
that thre word have exactly one occurrence in the tree.

7

ikl a2 0 o

- ““,..L..,_u..m PP

R

St i e

vt S atlite @ e gmiiatnm U v

_w-ﬁ




-——

PR D ek

Occasionally a tabular representation of & tree is preferable,
and one is &vailable in the system., It is used for inputs to the
random generation routine, and as the output format.

For e detailed discussion of internel and external formats

for trees used in the system see [26].

Tree operations

The basic operations for trees are comparisons and changes.
The basic tree comparison is equality. The test for equality of trees
can be combined with a test for either equality or nondistinctness of
their corresponding complex syabols (see below). Trees may &lso be
tested to see if they include & specified noue (dominance).

Changes to trees include the elementary operations of the

MITRE grummar and the IBM Core grammar. They also include the operation

( tree ) SUBST word which substitutes the tree for an occurrence of

word. This can be used to allow a change to refer to & node inserted
’
by a previous change in tie same se?

i7;I‘he MITRE programs [5) and Londe and Schoene [10] handle this seme
problem in other ways.

i = s i — o e o
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Analxsis

Analyses occur in two places in
description for a transformation and
The syntax for an gnalysis is a
notiun of proper analysis originally
analysis is given by a list of nodes

right cut across a tree. The syntax

recursive; the terms of the analysis

which may contain further analyses,

the grammar: in the structural
As contextual features.

strong generalization of the
given by Chomsky. A proper
which are to occur in a left to
of an analysis here is fully

are not simply nudes but structures

analysis ::= list [ op* [ integer | term |}

Note that this labelling of terms of

an analysis allows the Linguist

to number only those terms no which he will refer.

term ::= structure or skip or ( choice )

choice ::= clist [ analysis ]

Any member of the clist will satisfy

the choice.

structure ::= element opt | cumplex symbol ]

opt [ opt | = | cpt | / ] < analysis > ]

A structure is an element which may cptionally hLave a complex symbol

and may optionaliy have a further apalysis. The analysis of the

element may be negative ("not anulyzebie as”, denoted by — ). The

optional slash indicates that the analysis is not necessarily immediate,

Its absence indicates an i1mmediave analysis.

element ::= npode or *

or

-

An element may be u specific node (see definition above) or simply an

unspecified single word indicated by the definite node * . The

underline cymbol occurs only in analyses which are contextual features,

9

e e D 5P 0 5 LTI ot i 3 acfR i PGk B | e R b i o Bt adamasli n

’




| drr—

oot e

and indicates the location for lexicai insertion., A complex symbol

in an apalysis always directly fol’.ows an element.
skip ::= % opt [ < structure > |
The use of skips rather than variebles follews the MITRE grammer,
It may be nuted that a tree 15 simply & subcase of structure
in which no integers and ncne of the speciai symools ( , ) , =, /,

*, and _ occur.




Restriction

A restricticn may occur only in assccistion wilh an analysis,

It may be a proper part of & transformation, cr may be part of &

contextual feature or it may defline Lune test tor & conditional change

in the siructure chenge of a transformaticn.
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Analysis elgorithm

The analysis algorithm will be described in detail in [24). The
cng linguistic rule so {ar incorporasted in the system occurs here, A

search 1s not allowed to go below a sentence symbol unless either the

anaiysis is part of a transformation which has the parameter which

specifically allows this, or the gnalysis litself contains a sentence
symbol for which a further analysis is given. Thrs there are two ways
to specify the depth of a search.

Another interesting teature »f the analysis algorithm is the
provision for handling the essociated restriction. A three-valued
logic is used and the value of the restriction is "“undefined" until
the search has proceeded far enough to determine & value of "true"
or "false" for the whole restricticn. As the search proceeds or

backtracks the value of the restriction is continuaily set and unset.

12
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Complex symbol

Complex symbols occur in trees, in ansiyses and reatrictions, in

the structural] chinge of a iransformalion, and in the lexica. entries

and the redundancy rules of the lexicon,

We distinguish between a featur- specification and & teature:

feature speciflication :1:: value teature

Feature specifications occur only in ccmplex symbols,

A complex symbol is a list of feature specifications enclosed in

vertical bars and is interpreted as a conjunction. A lexical entry

contains & list of complex symbols which is interpreted as a disjunction.

Only the three values + , - and 7 wure allowed.l/ Folloving

UCIA [17) a feature specification with the indefinite value * means

that the feature is "marked", without specifying whether it is

+ or - , The value * never eppears in a complex symbol in a tree,

and is never used with a contextual teature.

A contextual feature is an anslysis structure which contains

precisely cne underiine symbol __ and whose head element is a node.
It optionally has an associated restriction. The underline indicates
the pode where the lexical insertioun will occur. A user who adheres
to Chomsky's "principle of strict locel subcstegorization” will use

as the head element of each contextusi feature the node which immediately

dominates the one for which the lexical insertionn is to be made. A user
who disavows the principle may choose any duminating nods for the head

element., Contextusl features appear uniy in the lexicon ana are used

solely in the lexical insertion process,

£7dross [6) ailows arbitrary words to be der.lared as values.

13
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Complex symbol cperations

The basic operations for compleX symbuis are comparisons anda
changes,

The comparisons are for equatity, nen-distinctness, and two
types of inclusion. The result of thne comparison of two feature
specifications A and B is shown in the tabies below, where T
reprecents true and F represents false and abs indicates thar the
feature is absent altogether. For the tesf %o be true for complex

symbols it must be true for all their featwe specaiticetions.

EQUALITY NONDISTINCTNESS INCLUSTON-1L INCLUSIGN-2
N .

N abs] A Sle - abs] A 5. . - abs| A El+ - abs
+| T F F F + /T F T 2 +] T T F « T F P F
-} T F F -{F T T -l ¥ 1.1 F -{F T F F
*|F F T F 1T T T T r 1 T F = !'F F T F

abs|] F F F T/! abs| T T T T} absy T T T T JabsjyT T T T

The basic changes of complex symiwis tnelude merging A intoe B
moving the features of A to B, crasing aitl the teatuwres ¢f A ftrom
ard saviry in B oniy the feature specifivatiins wiiich are included-1
in A, The results of these operaticns are snowa 1n the tatles helow,
It is tc be expected that other operations wi:l be added later as

required.

—
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MERGE ERASE 3AVE
A B + - % gbs A B f - * abs 8 ¢ - * abs
+ £+ o+ 4 + | abg - - abs + +  #bs  +  abs
- - - - - - +  ghy 4 abs - abs - - abs
» v - * @ ® | ubs ubz agbs abs - + - *  abs
abs t - * abs [ANT + - ol abs absi abs abs abs  abz

A redundancy rule A -> applits to a compiex symbol B only

if A 1is included-1 in B . If so, then

C

15 merged into B ,

e
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COMPONENTS

The thiee components of &8 Sransformabi wial prammer are

pnrage structure, lexicen, anmd Lr@nsiornatliond,

Phrase struchure

The phruse strocture Jf the c#iten 1o s onventional context-
free gramnar, Complex symbolc de ot appear in the phrase structure:
they are introduced daring lexical tnsertirn {zee veiow), Rules are

accepted in & linearization «f the tardard linguistic form end are

. . . l/ . . .
immediately expardea.~  For e gmp.e, che ruce

¢ MY L h

or (1),

AUX

vp - { >1’ﬁ.0‘.’}

is represented as
VP = (AMX{MVIRP ), GOy (R ,AP ) LY ADYY

The expression of rule zchomés by ase 1t Kieene stes » hes net

been Lnfludea.g/

i/

Biait {:) alow. expands 1ros s R T T ST

o .
= lounde [19] acorpts the Booone otar,




Lexicon

A lexicon contains a preliminary part, or prelexicon, which

contains feature definitions and redundancy rules. The feature

definitions include a list of categorys in the order of lexical insertion.

One may also give names to contextual teatures %o avoid having o write

them in full in the lexical entries. A redundancy rule is of the form:

redundancy rule ::= complex symbol = > complex symbol

The interpretation is that if a complex symbol includes all the

feature spec.fications of the complex symbol %O the left of the

arrow ( = > ) of a redundancy rule then it implicitly ccntains those

of the complex symbol to the right of the arrow. BExplicit expansion

of complex symbols by the redundancy rules can be carried out in the

system.

In a lexical entry the set cf possible zomplex symbols for a

vocabulary word are given., If savera. vocabulary words have the identical

set of complex symbols, the vocabulary words appear in a single lexical

entry. Each complex symbol corresponds to a sense of the word. The set

of complex symbols is regarded as a disjun~tion. Since the complex symbol

itselt is a conjunction of feature specifications this is in effect a

normel form. Tous the system has the sane power as one which allows
arbitrary boolean combinations of veatur=s, (see Lakoff [7]), without
their ccmplexity. For example, Lo say that a vert must have both an
animate subject and an inanimate object, cne may use either one or two

feature specifications in the same complex symbol. To say that it must

have ei*ther an animatc subjie:t or inanimate otject, two complex symbols

are needed,
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Transfurmatichs

The final ccmpopent of a grammar ~moists ot a iist of transformations

and & coptrol program. The dlscusslon of the tontrel progrem will be

deferred tLw bhe sectiun un the algurithm tor control of trensformation .

A trensformation consists of & transturnation iaentitication,

a structural description, and (opticraily) restrictions and structural

change, The transformation identification may include, in addition to

the tranaformation name, a group numbcr and vario:s parameters., A

transformation may be pefirencss cother Ly oo

ooiTanlt oormation Laue or by

Ll

the group number. The parameters indira‘e whether or goh the transforma-
ticn is optional, whether (and how) it 1s tu be repeaied after a
successful application, and whether cor not the enalysis aslgorithm may
wmarch below an unmentioned sentence symbol. KeyWerds are also given
here.

The s4ructural chenge is expressed, #s in the MIIRE grammar {18],

by & list of Sperations. A new feature of the system Is the

conditional Change,

conditiona: change i+ 1F < reg-riction > THEN

< sbructura: change » ELSE

< strurtural change >

The bascic operations for trees and compats symhbeis have already been

digrLussced,
~~
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COMPONENT ALGORITHMS

The three main algorithms of & trenstormetionai grammar correspund
to the three components and are phrase structure generation, lexical
insertion and control of transformeticns. Tur iwplementation of the
first process is designed tc be tuseful in the testing of r grammar.

The second has not previously been fully described and we give for the
first time an explicit algorithm. Various proposals heve been made
for the third aigorithm; rather than choosing ~ne of them we include the

specification of the algorithm as part of the gremmer,

Phrase structure generetion

The system can ve sterted with a base tree input by the user.
However, it alsc has the capability of "directed random" generstion of
trees from the phrase structure grammer. This scheme, which is described
in detsil in [20), allows the user to specify a "skeleton" around which
8 tree is generated at random. The skeleton may a:so bear constraints
of dominance, nondominance and equality. The scheme was designed to
make it possible for the user to generate trecs which are "interesting”
rather than simply raudom; in partrcular, which will test a specific
transformation. It should t: aoted that there is a restriction on the
phrase structure grammars which can be handled by the algorithm:
the rules must be ordered so that no symbol 1s introduced beicw the
rule which -~xpands it, with the excepticn of covrse of the sentence

symbol.
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Lexical insertion |
{
l
[
i

|

|

[ The sigorithm for lexical insertion is an interpretation of one

r of ths: two nlternastives presented by Chomsky in Aspects. Complex :
t symbols are introduced from the lexicon only after the phrase

’ structure generation of the base trec is completed. In order to
formaiize the process, we have had to make decisions oun many points

not treated explicitly by Chomsky. The details are presented in [22];
vwe uote here some of the salient features.

} A contextual feature is simply & special case of gnalysis; thus
much of the work in lexical insertion 1s done by the same analysis

r ’ algorithm used for transformations.

| Lexical insertion begins with the lowest embedded sentence, and

t werks upward.l/ Within a sentence the order of lexical insertion is

} determined by the 1list of categorys in the prelexicon. This order may
have considerable efiect on the efficiency of the process. However,

. from a furmal point of view, all categories are alike,

the tree may already contain e compl:ox symbol; a word and its complex

symitol can be inserted only if the complex symbol is non-distinct from

|

} ‘ The basic criterion for lexical insertion is non-distinctness:

L the one already in the tree. Bul this is only a necessary condition;
|

each featwe specification for a contextual feature must be checked by

the analysis algorithw., If the value is + the analysis algcrithm

must succeed, and if - it must fail.

l/Although complex symbols are not introduced in the phrase structure,
it is possible that a skeleton im ut to the ph.ase structure generation
routine aiready conteins some words of the lexicon. In this case,
the complex symbols for those words are lovked up ir the lexicon and
inserved prior to the process described here.

3
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Once a vocabulary word and complex symbol have been selected (at

random from those meeting the above tests), one additional atep is
necessary before lexical insertion takes place. The possible side
effects of the contextial features must be taken care of. 1If, for
example, & verb has been selected which takes animate subject and

inanimate cbject, feature specifications may need $6 be added to the

complex symbols for the subject and cbject. Then contextual features

are dropped from the complex symbol, since they have served their
function, a + or =~ vulue replaces the indefinite value ¥ , and

the vocabulary word and complex symbol go into the tree.
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Control of transformations

Each transformational gremmar that has discussed at mll the matter
of order aad point of application of transformations has presented s
slightly different algorithm. From the avsilable examples, it was
possible to abstract the basic ideas involved and to write a simple

programming lenguage in which the linguist can express the algorithm

for a particulsr grammar.i/ The control program refers to transformations

either individually by transformation name or by grouy number. The

language contains & repeat-instruction which allows a list of control

insiructions to be repested either for a fixed number of times or until

they &1l .Jail. One innovation is the IN-instruction. The statement

IN transformation name ( integer ) DO

causes the integer-th term of the transformation to be used as the
starting point for the search algorithm. Such notions as "highest
sentence", "lowest sentence"”, etc. can be expressed by the IN construct.
The notion of keyword has also been implemented.g/
The control langusge allows branching on the success or failure

of a transformation. The use of this conaitional instruc¢tion makes it

possible to write transformations with less attention to certain types
of interaction. For example, suppose transformation T2 is t¢ apply

only if Tl has failed tvo apply. Then the instructions

l/In addition to controliing the grammar, the control lLanguage also
provides TRACE instwructions which govern the amount of output,

g/Keywords were first used in the MITRE programs [5

}+  They were
implemented in a slightly different form by [EM [9].
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IF T1 THEM GO TO A ELSE GO 10 B,
A T2,
B: e
will cause T2 +to be bypassed if Tl fails. This instruction may
be considered excessively powerful. It is available because the
elternatives frequently seem to be either to alter artificially the
structural description of T2 or to include a restriction on T2
such as: ‘"applies only if T1 has failed to apply".—/
For a detailed discussion of the control langusge and examples
of control programs see [23].
We have not attempted to deml with the notion of implicit ordering

of transformations.

l/The use of the conditional instruction wiil of course speed up the
processing of a tree.
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THE PROGRAM

The system is written as a coliection of subsoutines which can
be called in various orders. A table of the gubroutine structure is
included in the Programmer's and User's Guide to the System [2ul.

A MAIN prograe consists of a sequence of subroutine calls.
Typically & run begins with & cal]l to the imitialization subroutine,
fcliowed by calls to input routines for the compenenis of the grammar.
Then either a base tree is input, or & skeleton is input and the
generation routine cailed. Lexical insertion is optional at this
point, Thnen the transformation routine 1¢ callea, and the program
executes tne uvser's control program., The protess can be repeated with
a new tree from the skeleton or with a new iree input.

Alternative MAIN programs to test individual components of the
grammar can easily be constructed. For examp.e, to test the phrase
structure one might simply generate trees at random. Or, to test
lexical insertion cne could start with base trees containing incomplete
complex symbols and investigate how they were completed. Transforma-
tions can be tested beginning trom base tre¢s with (or without)
lexical items already included,

MAIN programs for a variety of purposes are alsc given in [2u].

The system is implemented in FORTRAN IV (H) on the iBM 360/67.
To the user, however, the system dces not 1vok 1ike FCRTRAN, All of
the formats are free-field and, externail.y, wi.i1ds may be up to 40O
characters long., See (19] for a descriprion c¢f the free-field

input/output subroutine package.
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DIRECTIONS FOR FUTURE WORK

There are many ways in which the work whi-n has been done cen be
cxtendaed., Some of these correspond *o interegting open questions in
the transformational theory of syntax, We mention here some areas in
which we pian t> begin work sonn, We think that the generality of the

system wiitl give us a strong sterting point 1n these investigations.

Conjunction

No means of hanaling ‘:ansformavicnal schemas such as conjunction
has been provided. In the earlier programs at MITRE & conjunction
algorithm due tc Schane [16]) was included anua we pian to carry this
over into the present system as its first version of conjunction, We

hope then no ianvestigate the alternatives cunsidered in the literature.

Idioms

A common proposal for the treaiment of i1dioms is that an idiom
occursg as 8 kree in the lexicon., We foresee only minor difficulties

in incorporating idioms in this way, and pian tc do sc when time aliows.

Linguistic rules

The current trend in transforma*ional linguistics includes a
search for linguistic rules which would appiy it ali grammars.
Ress |ab, 151, {n particular, has been working along vhese Lines, We

hope later to investigate this werk by aevising means of incorporating
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proposed rulea into the system.i/

Lexical derivetion

The recent work by Chapin {2) and Chonsky 4] on lexical

derivation has opened up some irteresting lines of investigation

which we are now beginning to explicre within the system. A preliminary

study of Chapin's early work was made prior to the development of the

system and is reported in 1301,

Dependency grammars

Jane Rotinson [12] has recenvly offered a proposal for trensfor-
mational grammars in which the unaerlying s*ructure is a zepeudency
grammar, Tle present system aliows complex symbols tn ve agsociated
with any node of a tree, bubt ve do not ncw associate lexical words
with higher nodes as would Be reguired by the "projectivivy" of

dependency grammars.

i/Ross’s rule of tree-pruning has been incorporated by Gross [6].
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OTHER TRANSFORMATIONAL GRAMMAR SYSTEMS

The earllest :omputer systems for transformetional grammar were
those of Petrick {11) and MITRE [18). The system here 1s an ovutgrowih
and extension of this early work at MITRE, Naturally it embodies
& more recent version of transformational theory.

The partial system of Liebermen and Blair {8, 1] vepresents an
early attempt to deal with the model of Aspects. A lexicon was defined,
and phrase structure programs and some transformgtional programs woare
written.

Systems developed concurrently with this one include the console-
controlled grammar testers of Gross [6] and of Londe and Schoene [10].1/
The problems best treated by a system designed for immediate response
to a user at a console differ from those appropriate to an off-line
system such as ours. While there is some overlap in these systems,
we believe ours is the first to cmsider &1l phases of transformationsl
grammar in & unified system. For example, the three component algorithms
have no correspondents in other systems and neither has included a

lexicon. Various differences in common areas have been aoted above.

l/We wish to thank both Dave Londe and Lou Gross for many pleasant
and fruitful discussions, and for a free exchange of ideas fron
which our work has benefitted.
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